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Abstract

Diese Arbeit beschaftigt sich mit den Grundlagen von Big Data und wie
Kinstliche Intelligenz im Kontext von Big Data genutzt werden kann. Es
wird dabei die Grundlagen von Big Data erklart und mit welchen Heraus-
forderungen bei der Nutzung der Daten zu beachten sind. In einem einfa-
chen Architekturmodell werden die einzelnen Schichten beschrieben und
erlautert, welche Komponenten und Funktionen diese beherbergen. Ne-
ben einer Einfihrung in die KI werden die Anwendungsgebiete dieser im

Kontext Big Data definiert.
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Einleitung

Einleitung

Die Menge an digitalen Daten in unserer Welt wachst mit einer exponentiellen Rate.
Rund alle zwei Jahre verdoppelt sich dabei die erzeugen Daten, sodass die Mensch-
heit bis zum Jahr 2020 ein Datenvolumen von lber 40.000 Exabyte erzeugt hat. Zur
besseren Verdeutlichung dieser Menge reicht schon die Umrechnung von Exabyte in
die fir Anwender Ublicheren Gigabyte, in Gigabyte waren dies 4e*10 Gigabyte oder
auch ausgeschrieben 40.000.000.000.000 Gigabyte.
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Abbildung 1: Diagramm mit dem geschdtzten Datenvolumen bis 2020*

Die Geschwindigkeit, mit der die Daten erzeugt werden iberholt dabei jedoch unsere
Fahigkeiten, diese zu analysieren. Schon heute werden etwa nur 0.5%? aller Daten,
die auf der Welt generiert werden, analysiert und untersucht. Und je mehr Daten in
Zukunft generiert werden, desto geringer wird dieser Prozentsatz noch werden.

Die Frage ist also, wie wir dieser Flut an Daten entgegentreten konne und die gene-
rierten Daten, in denen eine Unmenge von Informationen stecken sinnvoll und effi-
zient flir uns nutzten kénnen. Das Schliisselwort hierzu lautet Big Data. Mit Big Data
offnen sich fast unbegrenzte Moglichkeiten. Big Data kann dazu eingesetzt werden
DNA Stringe zu kodieren um Krankheitsbilder besser hervorsagen zu kdnnen3, es

! Statista: Prognose zum Volumen der jahrlich generierten digitalen Datenmenge weltweit in den
Jahren 2005 bis 2020 (in Exabyte); unter http://de.statista.com/statistik/daten/studie/267974/um-
frage/prognose-zum-weltweit-generierten-datenvolumen/

2 Technologyreview: Big Data: Creating the Power to Move Heaven and Earth; https://www.technol-
ogyreview.com/s/530371/big-data-creating-the-power-to-move-heaven-and-earth/

3 |BM Research: Doctors will routinely use your DNA to keep you well; unter http://www.re-
search.ibm.com/cognitive-computing/machine-learning-applications/targeted-cancer-therapy.shtmi
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kann dabei helfen Energiekosten in Gebauden einzusparen oder aber auch um Pro-
duktionen effizienter gestalten zu kénnen.

Im folgenden Teil dieser Arbeit werden die Themengebiete Big Data und Kl beschrie-
ben. Das Hauptaugenmerkmal liegt dabei auf den Grundlagen beider Themengebiete
sowie wie sie zusammen eingesetzt werden kénnen, um die zukiinftigen Herausfor-
derungen bei der Verarbeitung und Analyse im Hinblick auf immer gréBer werdendes
Datenaufkommen zu begegnen.
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Big Data

In der Zeit von Big Data haben Unternehmen Zugriff auf eine schier unendliche Anzahl
von verschiedenen Daten. Das Datenaufkommen ist dabei jedoch so enorm, dass der
Mensch und die derzeitigen Technologien nicht mehr damit mithalten kénnen, diese
auf herkdommlichen Wegen zu verarbeiten und auszuwerten. Durch das immer wei-
tere Zurlickfallen der Unternehmen verpassen diese unzahligen Mdoglichkeiten aus
diesen Daten zu lernen und anzuwenden, was sie gelernt haben.

Google Trends - Suchbegriff 'Big Data'
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Abbildung 2: Diagramm mit der relativen Anzahl von Suchanfragen zum Begriff 'Big Data'

Das Big Data dabei jedoch nicht nur eine temporare Erscheinung oder eines von vie-
len Hype® Themen ist, sondern immer mehr Unternehmen planen dieses einzusetzen
oder sogar verschiedene Big Data Systeme in Verwendung haben, lasst sich beispiel-
weise auch anhand der Google Trends Services ablesen. Zwar sind flir den Suchbegriff
keine diskreten Angaben zu der Anzahl der Suchanfragen vorhanden, jedoch lasst sich
auch so sehr gut anhand des Diagramms ablesen. Im Zeitraum der 2000 Jahre blieb
das Interesse an diesem Thema auf einer relativ stabilen Nachfrage. Ab Anfang des
Jahres 2011 gewann es jedoch immer mehr an Bedeutung und die Suchanfragen
schnellten diesbeziiglich in neue Hohen. So hat sie die Anzahl der Suchanfragen bis
heute um mehr als das zwanzigfache wie noch vor fiinf Jahren erhoht.

4 Die Zahlen stellen das Suchinteresse relativ zum Héchstwert im Diagramm dar. Das hdchste Suchin-
teresse ist dabei immer 100%.

5> datanami: Why Gartner Dropped Big Data Off the Hype Curve; unter
http://www.datanami.com/2015/08/26/why-gartner-dropped-big-data-off-the-hype-curve/
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Zwar ist nun das Interesse an Big Data bei vielen geweckt, jedoch wissen vermutlich
nur wenige, was damit gemeint ist. In einem Post auf Facebook hat es dabei der ame-
rikanische Psychologe und Hochschullehrer Dan Ariely im Jahr 2013 passend formu-
liert:

Big Data is like teenage sex: everyone talks about it, nobody really
knows how to do it, everyone thinks everyone else is doing it, so
everyone claims they are doing it.°

In Anlehnung an dieses Zitat werden im folgenden Kapitel die Fragen was Big Data
ist, welche Daten verwendet werden, woher diese Daten stammen und wie man Big
Data nutzen kann beantwortet.

Definition

Die elektronische Verarbeitung von Daten gibt es schon sehr lang und wird auch prak-
tisch in jedem Unternehmen fir verschiedenen Prozesse eingesetzt. Wie unterschei-
det sich nun also die klassische EDV von der Datenverarbeitung in Kontext von Big
Data. Die Datensatze, die in Big Data verwendet werden unterscheiden sich nicht nur
in der GrofRe oder dem Umfang, sondern auch der Komplexitat oder in der Form, dass
sie sich wahrend der Zeit andern kénnen von den Daten auf die bisher zugegriffen
wurde. lhre Eigenschaften verhindern es daher sie mit manuell oder mit klassischen
Methoden der Datenverarbeitung auswerten zu kénnen.

Neben der eigentlichen Bezeichnung der Datensatze wird der Begriff ,Big Data‘ auch
oft als der Komplex der Technologien beschrieben der dafiir notwendig ist. Dieser
Komplex beinhaltet dabei verschiedene Technologien die zum Sammeln, Speichern
und Auswerten der Datenmengen benétigt werden. Die Herausforderungen umfas-
sen dabei vor das Erfassen, das Speichern, den Transfer, die Analyse, die Datenpflege,
das Abfragen, das Suchen, das Teilen, die Visualisierung und der Informationsdaten-
schutz.

Merkmale

Mit Hilfe von Merkmalen lassen sie die in Big Data verwendeten Datensatze genauer
charakterisieren. Es wird dabei zwischen mehreren verschiedenen Merkmalen unter-
schieden. Mit der Zeit wurden dabei immer mehr dieser Merkmale definiert, sodass

6 Facebook: Dan Ariely; unter https://www.facebook.com/dan.ariely/posts/904383595868
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die Anzahl dieser von drei’ am Anfang auf nun bis zu sieben® Merkmalen angewach-
sen ist. Im Folgenden werden die finf wichtigsten und meistgenannten Merkmale
aufgelistet und beschrieben.

e Volume: Mit dem Volume wird die Skalierung der Daten bezeichnet. Es wird
dazu zum einen die GrofRe der Daten an sich als auch die Masse oder die
Anzahl der Datensatze die zu Verfligung stehen beschrieben.

e Velocity: Mit Velocity ist das Tempo der Daten gemeint. Die sich standig
erhohende Geschwindigkeit bezieht sich dabei auf die Erzeugung, das Spei-
chern, die Verarbeitung und die Analyse der Daten.

e Variety: Mit Variety wird die Verschiedenheit der Daten bezeichnet. Die Da-
ten bei Big Data unterscheidet man in strukturiert, halb oder semistruktu-
riert oder unstrukturiert. 90% der Daten liegt dabei unstrukturiert vor. Die
Datensdtze konnen dabei in Form von Ublichen Text Dokumenten oder Ta-
bellen, audiovisuellen Daten wie Bild und Video oder Audiodatenséatzen, o-
der Maschinengenerierte Daten wie Serverlogfiles vorkommen.

e Veracity: ,Veracity’ beschreibt die Glaubwiirdigkeit der Daten. Die Daten
haben nur einen Wert, wenn sie weder falsch noch ungenau sind. Dies gilt
vor allem im Zusammenhang mit Diensten die uniiberwachte Machine Lear-
ning Algorithmen verwenden, da die Ergebnisse solcher Anwendungen nur
so gut sind, wie die Daten die sie zu Verfligung haben.

e Variability: Mit ,Variability’ ist die Varianz der Daten gemeint. Die Bedeu-
tung der Daten ist nicht fest, sondern kann sich mit der Zeit oder mit dem
Kontext andern. Dies ist vor allem bei von Menschen generierten Datensat-
zen wie Texten der fall, da Worte keine statischen Definitionen haben und
ihre Bedeutung je nach Kontext oder Betonung variieren kann.

In manchen Quellen werden noch ,Visibility’ oder ,Value’ als Merkmale von Big Data
genannt. Diese stellen jedoch an sich keine Merkmale dar, da sie nicht die Daten in
Big Data charakterisieren. Sie sind viel mehr als die Ergebnisse oder Endprodukte zu
verstehen, die mit Hilfe von Big Data erzeugt werden.

Big Data Life Cycle

Bevor damit begonnen werden kann eine Architektur fir ein Big Data System zu ent-
wickeln ist es wichtig die Anforderungen zu beriicksichtigen. In Abbildung 3 wird dar-
gestellt, dass die Daten als erstes erfasst, dann organisiert und integriert werden.
Wurde diese Phase erfolgreich durchgefiihrt, kbnnen die Daten nach dem definierten

7 Gartner Blogs: 3D Data Management: Controlling Data Volume, Velocity, and Variety; unter
http://blogs.gartner.com/doug-laney/files/2012/01/ad949-3D-Data-Management-Controlling-Data-
Volume-Velocity-and-Variety.pdf

8 Dataconomy: Understanding Big Data: The Seven V’s; unter http://dataconomy.com/seven-vs-big-
data/
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Wert hin analysiert werden. Letztlich werden die Ergebnisse dazu genutzt um auf Ba-
sis der Erkenntnis der Analyse zu agieren.

Erfassen

Agieren Ordnen

Analysieren Integrieren

Abbildung 3: Big Data Management Life Cycle

Auch wenn dies auf den ersten Blick relativ einfach aussieht, sind bestimmte Feinhei-
ten von diesen Funktionen kompliziert. So ist beispielsweise die Validierung ein be-
sonders wichtiges Thema. Wenn ein Unternehmen verschiedene Datenquellen kom-
binieren mochte ist es wichtig, dass man die Moglichkeit hat zu Uberprifen, ob die
Quellen tberhaut zusammen einen Sinn ergeben. Auch kénnen manche Datenquel-
len vertrauliche Informationen enthalten, sodass man fiir ausreichende Sicherheit Le-
vel und Governance sorgen muss.

Big Data Architektur

Um eine grobe Planung eines Big Data Systems zu ermaoglichen bietet es sich an, eine
Architektur auf logischen Schichten aufzubauen. Die logischen Schichten bieten die
Moglichkeit, ihre Komponenten, die bestimmte Funktionen ausfiihren, zu organisie-
ren. Da die schichten logisch aufgebaut sind, bedeutet das nicht, dass Funktionen, die
jede Schicht unterstiitzten auf einer separaten Maschine oder Prozess laufen.

Eine Big Data Solution umfasst typischerweise folgende logischen Schichten.
1. Big Data Quellen Schicht
2. Daten Anpassung und Sicherung Schicht
3. Analyse Schicht
4. Verbraucher Schicht

Die erste Schicht bilden alle Quellen und Kanale, die verfligbaren Daten fiir die spa-
tere Analyse bereitstellen. Wie zuvor beschrieben, variieren die Daten in Format und
der Herkunft.
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Format, strukturierte, halb oder unstrukturierte Daten

Geschwindigkeit und Volumen mit der die Daten ankommen variiert je

nach Datenquelle

Sammelpunk, wo die Daten gesammelt werden; direkt oder durch Daten-
provider; in Echtzeit als Stream oder in Batch Mode mit Datenpaketen.

Herkunft der Daten innerhalb des Unternehmens oder von einem externen
Dienstleister; zeitlich beschrankter Zugriff auf Datenquellen.

Im Folgenden werden mogliche Datenquellen aufgezahlt, die fir die Verwendung als
Big Data Quellen Verwendung finden.

Bereits bestehende Systeme wie Customer Relationship Management Sys-
teme, Rechnungssysteme, Mainframe Anwendungen oder Web Anwendun-

gen

Datenmanagement Systeme wie Microsoft Word und Office, Dokumente
die in strukturierte Daten konvertiert werden kénnen

Datenspeicher wie Data Warehouses, Operative Datenbanken oder Trans-
aktionsdatenbanken, deren Daten in der Regel bereits strukturiert vorliegen
und direkt zur Analyse verwendet werden kdnnen

Smart Devices, die in Informationen erfassen, verarbeiten und tber ver-
schiedene Protokolle und Formate weitersenden kénnen. Smartphones,
Tablets, Smart Meters und Wearables zdhlen beispielsweise zu diesen Ge-

raten und ermdglichen eine Echtzeit Analyse.

Andere Datenquellen, die unterschiedliche Arten von Daten bereitstellen
wie beispielsweise geografische Daten wie Karten oder Regionale Details,
von Menschen erzeugter Content wie Social Media, Emails oder Blogs, Sen-
sor Daten Uiber die Umgebung, Elektrizitat, Position, Akustik, Optisch, etc.

In der Daten Anpassung und Sicherung Schicht werden die Daten aus der darunter-
liegenden Quellen Schicht erfasst und, sofern es erforderlich ist, in ein Format kon-
vertiert, das fir die Sicherung und die Analyse bendtigt wird. Die Schicht beinhaltet
dabei drei wichtige Komponenten zur Datenerfassung, Datenvorbereitung und Da-
tensicherung.

Datenerfassung: Erfasst Daten von den unterschiedlichen Datenquellen und
leitet die Daten zur Komponente zur Datenverarbeitung oder zur Kompo-
nente zur Datensicherung. Die Komponente muss dabei intelligent genug
sein um zu entscheiden, ob die Daten zuerst von der anderen Komponente
angepasst und verarbeitet werden missen oder direkt an die Analyse

Schicht weitergegeben werden kann.
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Datenvorbereitung: Zustandig fiir Anpassung der Daten in das fir die Ana-
lyse bendétigte Format. Diese Komponente kann dabei einfache logische
Transformationen oder komplexe statistische Algorithmen aufweisen um
die Quelldaten zu konvertieren. Die grofSten Herausforderungen sind un-
strukturierte Datenformate wie beispielsweise Bild, Video, Audio oder an-

dere bindre Formate.

Datensicherung: Speichert die Daten aus den Quellen. Oftmals sind dabei
verschiedene Optionen zur Speicherung der Daten wie Distributed File Sys-

tems, Cloud, NoSQL oder andere vorhanden.

Die Analyse Schicht liest die von der vorherigen Schicht vorbereiteten Daten aus. In
manchen Fallen kann die Analyse Schicht auch direkt auf die Datenquellen zugreifen.
Dazu missen die Daten jedoch bereits in einem fiir die Analyse passenden Format
vorliegen. Entscheidungen bei der Planung dieser Schicht missen im Hinblick auf fol-
gende Aufgaben gemacht werden:

Erzeugen der gewilinschten Analysen

Ableiten der Erkenntnis aus den Daten

Finden der bendtigten Entitaten

Ermitteln der Datenquellen, die Daten fir diese Entitaten bereitstellen

Verstehen, welche Algorithmen und Anwendungen bendtigt werden, um

die Analysen durchzufiihren

In der letzten Schicht wird die Ausgabe der Analysen bereitgestellt. Die Ergebnisse
der Analyse werden dabei von verschiedenen Nutzern innerhalb oder auch aulierhalb
des Unternehmens verwendet. Externe Nutzer stellen dabei Kunden, Verkaufer, Part-
ner oder Zulieferer dar.
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KI — KUnstliche Intelligenz

In den letzten Jahren erlebt die Kl als ein Teilgebiet der Informatik eine weitere Re-
naissance. Viele groRe namenhafte Firmen aus der Tech Branche wie Google, Apple,
Facebook, Amazon, Microsoft oder IBM, investieren enorm um im Wettlauf um das
beste und intelligentestes System nicht zurtickzufallen®.

Warum es derzeit eine erneute grolRe Nachfrage nach Technologien dieser Art gibt
liegt darin, das praktisch universell eingesetzt werden kénnen und als Allheilmittel
fiir viele Problemen in der Informatik angesehen werden. Das diese Technologien be-
reits in vielen verschiedenen Bereichen erfolgreich eingesetzt werden zeigt, dass sie
nicht nur einfache Hype Themen® sind.

Definition

Kinstliche Intelligenz oder auch einfach Kl genannt, ist ein Forschungsgebiet in der
Informatik das sich damit beschaftigt intelligentes menschliches Verhalten auf ma-
schinelle Systeme zu Uibertragen. Es wird dabei versucht das menschliche Gehirn vir-
tuell in einem System nachzubilden, damit dieses sowohl denken als auch lernen kann
wie es in intelligenter Mensch tun wiirde.

In Bezug auf Big Data werden dabei Systeme gemeint, die die riesigen und anwach-
senden Speicher von Daten analysieren und verarbeiten kénnen. Dazu werden ver-
schiedene Methoden und Algorithmen eingesetzt um die Daten zu sortieren, Infor-
mationen aus diesen zu extrahieren, die Informationen zu analysieren und in Verbin-
dung zueinander zu bringen.

Was Kl aber fiir Big Data besonders attraktiv macht ist eine Eigenschaft der Lernfa-
higkeit. Eine KI Anwendung kann nicht nur das ausfiihren, was man ihr einprogram-
miert hat, sie ist auch in der Lage sich auf Anderungen einzustellen und selbst Anpas-
sungen basierend auf dem was sie bisher gelernt hat an sich vorzunehmen.

Machine Learning

Machine Learning, im Deutschen auch Maschinelles Lernen genannt, ist ein Teilgebiet
der Informatik, das sich mit der kiinstlichen Generierung von Wissen aus Erfahrung
beschaftigt. Im Allgemeinen lernt dabei ein System aus Testdaten verschiedene Mus-
ter und GesetzmalRigkeiten, um diese dann spater an neuen Daten anwenden zu kon-
nen und diese beurteilen zu kénnen.

° Financial Times: Investor rush to artificial intelligence is real deal; unter
http://www.ft.com/cms/s/2/019b3702-92a2-11e4-a1fd-00144feabdc0.html

10 wired: Myth Busting Artificial Intelligence; unter http://www.wired.com/insights/2015/02/myth-
busting-artificial-intelligence/
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In Machine Learning gibt es dabei mehrere verschiedenen Ansatze, wie die Systeme
aufgebaut sind und funktionieren. Man unterscheidet dabei hauptsachlich zwischen
drei Ansatzen, dem lberwachten und dem unitiberwachten Lernen sowie dem ver-
starkenden Lernen.

Uberwachtes Lernen: Bei Systemen die auf iberwachte Lernalgorithmen
setzten werden die Modelle gelernt, die verschiedene Datensatze unterei-
nander unterscheiden. Diese Algorithmen sind spater beispielsweise im
Stande unterschiedliche Daten einer definierten Kategorie zuzuordnen. Um
dies zu ermoglichen werden solche Systeme mit Testdaten trainiert, die be-
reits einer entsprechenden Kategorie zugeordnet sind. Dadurch kann das
System die Merkmale und Charakteristiken, die eine Kategorie ausmachen
lernen und ein Modell dieser Kategorie erzeugen. Ist das System trainiert,
konnen die erzeugten Modell dazu verwendet werden, die eigentlichen Da-
tensatze zu sortieren.

Uniiberwachtes Lernen: Systeme, die auf uniiberwachtes Lernen setzten,
ermoglichen eine Sortierung und Strukturierung von Datensatzen. Im Ge-
gensatz zu Uberwachten Lernverfahren, werden hier keine Modelle trai-
niert, sondern die Daten aufgrund von RegelmaRigkeiten und Mustern sor-
tiert. Bei diesem Ansatz untersuchen die Methoden die Daten auf den je-
weiligen Merkmalen und Unterschieden hin um sie dann aufgrund dieser
Informationen in Gruppen einzuteilen. Im Gegensatz zu liberwachten Lern-
verfahren sind die Klassen oder Gruppen im vornherein noch unbekannt.

Verstarkendes Lernen: Bei diesem Ansatz muss sich die Anwendung in einer
dynamischen Umgebung orientieren, in dem es ein gewisses Ziel erreichen
muss. Eine Riickmeldung, wie beim Uberwachten Lernen von einem Lehrer
gibt es hier nur in der Form, dass ein sogenannter Kritiker nach mehreren
Aktionen der Anwendung ein positives oder negatives Feedback gibt.

Neben den Ansdtzen im Machine Learning kénnen Anwendungen auch nach ihrer
Funktion und Aufgabe, beziehungsweise nach deren Ergebnisse eingeteilt werden.
Man unterscheidet dazu unter Klassifikation, Regression, Clustering und der Reduk-
tion von Dimensionen.

Klassifikation setzt meist auf Glberwachte Lernverfahren und ermdglicht die
Eiteilung der Daten in verschiedene Klassen. Solche Anwendungen werden
beispielsweise bei der Sortierung von Mails in Spam verwendet, die die
Mails in die Klassen ,Spam’ und ,Nicht Spam’ einteilt.

Regression, bei der der Zusammenhang zwischen den einzelnen Datensat-
zen geschatzt wird. Auch hier werden vor allem Gberwachte Lernmethoden
verwendet.

10
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e Clustering werden hingegen uniiberwachte Lernverfahren eingesetzt, um
die Datensétze in verschiedenen Gruppen einteilen zu kdnnen, die im Ge-
gensatz zur Klassifikation noch nicht bekannt sind.

e Dimensionsreduktion wird bei hochdimensionalen Datensdtzen verwen-
det, indem diese in einem niedriger dimensionalen Raum transformiert
werden.

Natural Language Processing

Natural Language Processing, kurz NLP, ist ein Teilgebiet der Informatik, das sich mit
der menschlichen Sprache, der Natural Language, befasst. Es wird dabei verstarkt auf
Machine Learning Methoden gesetzt, um Computern das Verstehen einer natirli-
chen Sprache zu ermdglichen. Mit ,Verstehen’ ist dabei nicht nur das Erkennen der
unterschiedlichen Worte gemeint, sondern auch das Verstehen der Bedeutung dieser
in einem bestimmten Kontext. Als Eingabe kann dabei sowohl die Sprache in gespro-
chener Form als Audio Daten vorliegen als auch in Form von Dokumenten in Text-
form.

Natural Language Processing wird dabei flir verschiedenen Aufgaben verwendet, dies
umfasst beispielsweise das automatische Zusammenfassen von Texten, die maschi-
nelle Ubersetzung, Spracherkennung oder OCR um nur einige zu nennen.

Im Kontext von Big Data werden diese Technologien hauptsachlich dafiir eingesetzt,
um von Menschen generierte Daten verarbeiten zu kdnnen, wie sie beispielsweise in
Textdokumenten in Unternehmen oder in Posts und Artikeln im Social Media und

dem Internet vorkommen.

Computer Vision

Computer Vision beschaftigt sich mit der Entwicklung von Fahigkeiten des menschli-
chen Sehens fiir maschinelle Systeme. Das Ziel von Computer Vision ist es Computern
visuelle Daten wie Bildern und Videos effizient wahrzunehmen, zu verarbeiten und
zu verstehen.

Haufige Aufgaben der Computer Vision sind dabei die Recognition, Motion Analysis,

Scene Reconstruction und die und Image Restoration.

11
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Dimensionsreduktion wird bei hochdimensionalen Datensatzen verwendet, indem
diese in einem niedriger dimensionalen Raum transformiert werden.

e Recognition: Hierbei unterschiedet man unter drei Arten: Object Recogni-
tion beziehungsweise Object Classification, Identification und Detection.
Object Recognition dient zum Erkennen von verschiedenen zuvor definier-
ten Objekten in einer Szene, wie beispielsweise Menschen, Autos und
Baume. Identification hingegen dient zum Erkennen von spezifischen Ob-
jekten wie einer bestimmten Personen oder dessen Fingerabdriicken. De-
tection durchsucht das Bild nach einer bestimmten Bedingung und gibt da-
bei Rickmeldung, ob diese erfiillt oder nicht erfillt ist.

e Motion Analysis bendtigt eine Sequenz von Bildern um auf dieser eine Be-
wegung erkennen zu kénnen. Dies kann zum einen die Bewegung von ein-
zelnen Korpergliedern eines Menschen sein oder die Bewegungen mehrere
Menschen auf einem grofReren Platz.

e Scene Reconstruction dient zur Rekonstruktion von Szenen. Um eine Re-
konstruktion eines 3D Raumes zu ermdglichen werden mehrere Bilder oder
Bildsequenzen bendtigt

o Image Restoration beschaftigt sich mit Entfernen von Rauschen und damit
der Verbesserung der Qualitat der Bilddaten.

Im Kontext von Big Data werden Computer Vision Methoden dazu eingesetzt, um die
Daten aus visuellen Quellen zum einem effizient speichern zu kdnnen und fir die wei-
tere Analyse vorzubereiten. Des Weiteren konnen die Bilddaten durch Object Recog-
nition Methoden auf deren Inhalt, auf das was sie Abbilden, hin analysiert werden.
Dies kann beispielsweise in Kombination mit Natural Language Processing verwendet
werden um beispielsweise abgebildete Zeichen und den Text zu erkennen.
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Big Data und Kl

Wie passen Big Data und Kl nun zusammen. Wirft man einen Blick auf die beiden
vorherigen Kapitel haben wir einige wichtige Erkenntnisse gewonnen.

e Der Grund warum der Zugriff und die Verwaltung der Daten so schwer ist,
da sie aus so vielen verschiedenen Quellen stammen. Anstelle eines einzi-
gen groflen Speichers kommen die Daten aus vielen verschiedenen Quellen
und sind dabei noch fragmentiert, iberfliissig und nicht fiir eine direkte
Analyse geeignet. Es muss erst ein Weg gefunden werden die Daten zu kon-
solidieren und aufzubereiten bevor diese weiter untersucht werden mussen

e Die bisherigen Techniken und Methoden zur Datenverarbeitung sind fir sol-
che Massen von komplexen Daten nicht geeignet um diese effizient verar-
beiten zu konnen. Der Mensch kann der Rate, mit der die Daten anwachsen,
nicht mehr standhalten

e Ansatze auf der KI, Machine Learning, Natural Language Processing und der
Computer Vision bieten effiziente Methoden, um Daten wie Menschen zu
erfassen, verstehen und analysieren zu kénnen. Sie haben dabei die Eigen-
schaft wie Menschen zu lernen, aus dem bisher Gelernten ihre Aktionen an-

zupassen.

Werden diese Erkenntnisse kombiniert kommt man dabei auf das Ergebnis, dass Big
Data auf die Methoden von Ki, Machine Learning, Natural Language Processing und
Computer Vision angewiesen ist, um auch noch in Zukunft die verschiedenen Daten
effizient verarbeiten zu kdnnen.

Neben den Vorteilen fiir die Kl ergeben sich aber auch Vorteile fir die eingesetzten
Methoden, da diese je mehr Daten sie verarbeiten immer besser und effizienter wer-
den. Beide Technologien sind somit gegenseitig aufeinander angewiesen und profi-
tieren dabei gelichermalien.

Anwendungsgebiete

Durch Big Data und Kl werden viele unterschiedliche Anwendungsgebiete ermoglicht
die vorher so nicht realisierbar waren.

e Die aus Social Media, von Nutzerkonten und Positionsdaten gewonnen Er-
kenntnisse kdnnen beispielsweise dafiir genutzt werden um Kunden spezielle
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Angebote zu bieten. Lduft ein Kunde an einem Laden vorbei, kann das Unter-
nehmen Uber die Kundenpraferenzen und Standorterkennung ihm personali-
sierte Angebote geben.

e Eine weitere Moglichkeit stellt auch die Fraud Detection, die Erkennung von
Betrug, dar. Hierbei werden Transaktionen in Echtzeit iberprift und mit den
Daten die bereits erfasst und gespeichert wurden verglichen. Stimmen diese
nicht Gberein und es kommt zu Abweichungen von den bisherigen Transakti-
onen, kann der Kunden lber einen moglichen Betrug noch wahrend dieser
passiert informiert werden um sofort handeln zu kénnen.

e Ein Empfehlungssystem in einem Online Shop kann auf die Daten zugreifen
um Kunden verschiedene Vorschldge zu bieten. Dabei werden zum einen die
Daten, die der Nutzer eingibt mit den Daten, die andere Nutzer eingegeben
haben und letztendlich gekauft haben verglichen. Auf Basis dieser Erkenntnis
kann das System so dem Kunden in Echtzeit die Produkte oder Dienstleistun-
gen vorschlagen die ihm am meisten interessieren.

e Fir Unternehmenskunden kodnnen beispielsweise verschiedenen Berichte
und Ubersichten erstellt werden. Diese erlauben es fundierte Entscheidungen
und entsprechende Strategien aktuelle Angelegenheiten zu entwerfen. Dabei
kann die operative Effizienz durch die in Echtzeit generierten Daten und lber-
wachten Kennzahlen gesteigert werden.

Neben diesen Anwendungsbeispielen kdnnen aber auch noch weitere Anwendungs-
gebiete erschlossen werden. Dies beinhaltet beispielsweise die Medizin, in der ein
solches System zur Diagnose von Krankheiten eingesetzt werden kann.

Prinzipiell kann Uberall dort, wo eine Menge von Daten anfallen diese Big Data in
Verbindung mit Kl eingesetzt werden, um die Prozesse zu vereinfachen, zu beschleu-
nigen oder effizienter zu gestalten.
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Aussicht

Wie zum Anfang dieser Arbeit bereits thematisiert wurde, wird das Volumen in den
nachsten Jahren auf Gber 44 Zettabyte an Daten anwachsen. Fiir einen Teil dieses
Wachstum ist zum einen der Mensch selbst verantwortlich. Zum einen durch das ei-
genstandige erzeugen von Daten in Social Media aber auch durch die Nutzung von
verschiedenen Diensten und Geraten, wie Wearables, um seinen Tagesablauf tber-
wachen zu kdnnen. Zum anderen Teil werden aber auch noch Technologien wie das
Internet of Things!! oder die Automatisierung von Prozessen und alltaglichen Routi-
nen in Form von selbstfahrenden Fahrzeugen an einem enormen Wachstum dieses
Volumens beitragen.

Neben dem Wachstum der Datenmengen werden aber auch die Entwicklungen im
Bereich der Kiinstlichen Intelligenz weiter zu nehmen. Bereits in den vergangenen
Jahren konnten so enorme Fortschritte erzielt werden, die davor einer bloRen Fanta-
sie entsprachen. Wer glaubte vor nicht einmal 10 Jahren, dass wir heute einen intel-
ligenten personlichen Assistenzen namens Siri, Cortana oder Google now in unserer
Hosentasche mit uns herumtragen oder Fahrzeuge verwenden, die voll autonom
durch den StraRenverkehr navigieren kénnen.

In der Zukunft wird das Bediirfnis von intelligenten Lésungen die auf verschiedenen
Methoden der Kinstlichen Intelligenz aufbauen immer wichtiger fir Big Data wer-
den, da die Komplexitdt und Masse an Daten immer weiter zunehmen wird. Die
Kinstliche Intelligenz wird dabei jedoch auch auf Big Data angewiesen sein, um ent-
sprechend intelligente werden zu kénnen und effiziente Methoden liefern zu kénnen.

Ohne Kl kein Big Data und ohne Big Data keine KI.

11 Computer Weekly Data set to grow 10-fold by 2020 as internet of things takes off; unter
http://www.computerweekly.com/news/2240217788/Data-set-to-grow-10-fold-by-2020-as-inter-
net-of-things-takes-off
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